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Abstract: Model transformations are key activities in model-driven development (MDD). A number of model transformation approaches have emerged for different purposes and with different backgrounds. This paper focuses on the use of algebraic graph transformation concepts to specify and verify model transformations in MDD.

Keywords: model transformation, graph transformation

1 Introduction

Model transformations play a central role in model-driven software development. They are used e.g. to refactor models, to analyze them, to translate them to intermediate models, and to generate code. We distinguish endogenous transformations taking place within one modeling language from exogenous ones which are translations between modeling languages [CH06].

Model-to-model transformations are usually distinguished from model-to-text transformations. (Compare also Eclipse modeling projects at [EMP].) Why does this distinction exist? While model-to-model transformation approaches such as QVT [QVT], ATL [EMP] and graph transformation-based approaches [SNZ08] like Atom3 [LV02], Fujaba [FNTZ98], Henshin [ABJ10], GrGen [GBG+06], MOFLON [AKK+08], Viatra2 [VB07] and VMTS [LLMC05], transform models based on their underlying syntax structure only, model-to-text transformations performed by tools such as Jet and Velocity, are usually mixed approaches. The abstract syntax of an input model is transformed to some text in concrete syntax, often program text. These approaches are usually based on templates which can be considered as “clozes” where gaps are filled with information coming from the input model. I.e. these transformations are often performed in a weakly structured and untyped manner. No guarantees are given that the resulting text is syntactically correct. To better cope with this situation, Wachsmuth [Wac09] has equipped attribute grammars with template-based model transformations. Thus, model transformations are defined based on both, the concrete and abstract syntax definition. In contrast, model-to-model transformations are usually based on abstract syntax structures only.

Models are often considered to be visual, although this is not an inherent property of models. It is very natural to consider the underlying structure of a visual model as a graph. In case of the Eclipse Modeling Framework [EMP] which has developed to a quasi-standard modeling technology, the underlying structure of an EMF model can be considered as a graph with a spanning tree (or spanning forest, i.e. several spanning trees) established by containment relations.

In the following, we discuss the specification of model transformations by graph transformations and especially, by algebraic graph transformations, in contrast to other transformation methods.
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Since model transformations can be considered as special programs specified by a formal transformation approach, there is the basic hope that their correctness can be verified. We consider interesting properties for model transformation and discuss techniques for showing them. Finally, we give an outlook on the future of model transformations and sketch which role algebraic graph transformations can play in future.

2 Specification of model transformations

A variety of specification paradigms have been applied to model-to-model transformations such as object-oriented, rule-based, constraint-based, and imperative concepts. See [CH06] for an overview on various model transformation approaches following these paradigms purely or in combination. In the following, we highlight some features of the rule and graph-based definition of model transformations using graph transformation concepts and especially, the algebraic approach.

Basic Features. Graph transformation is a rule-based technique which can be a great advantage for using them to specify model transformations. Instead of explicitly programming each model navigation and each transformation action, model transformation can be specified at a higher level of abstraction. Rules define if-then patterns which allow a transformation specification being closer to the model domain it is applied to than usual programming. E.g. to perform a rule-based transformation a pre-defined transformation engine supporting rule matching and application is used. Therefore, the implementation of the matching algorithm is hidden in this engine. Moreover, the application order of rules needs not necessarily be specified, but may be specified if necessary, in total or just partially.

Considering the transformation of visual models, graph transformation seems to be a natural choice to manipulate their underlying graph structures. A well-defined approach such as the algebraic graph transformation [EEPT06] guarantees that the underlying structure of the resulting model is again a graph and thus, is structure consistent (i.e. no dangling edges occur). Moreover, the resulting model has to be correctly typed. Typed algebraic graph transformations have been shown to always lead to well-typed transformation results. To support a natural mapping of modeling concepts, the concept of node type inheritance has been developed for algebraic graph transformation.

EMF model transformations can be defined as a special kind of graph transformations not destroying the spanning tree (forest) property of models. Thus, EMF model transformations have to fulfill additional structural properties. Algebraic graph transformation can be used to ensure these additional properties [BET08]. A related model transformation approach which formalizes EMF models is Moment2 [BM09] being based on rewriting logic as implemented in Maude.

Advanced transformation concepts. Model transformation approaches based on graph transformation concepts are all rule-based techniques, but differ in the way rules are applied and how non-determinism in rule application is reduced or even eliminated. An early comparison of graph transformation approaches is presented in [AEH+99]. Later, several graph transformation tools
have been applied and compared wrt. one and the same model transformation case in [TEG+05]. In the following, we do not compare basic features but highlight some advanced transformation concepts.

Most graph transformation approaches allow to specify negative application conditions for rules, originally introduced in [HHT96]. More complex conditions can be specified by e.g. graph patterns in Viatra and nested conditions in Henshin. Furthermore, the order of rule application can be determined by specifying a control flow using e.g. story diagrams in Fujaba, activity diagrams in VMTS, ASM programs in Viatra, and transformation units in Henshin. It is up to future work to compare these control mechanisms. For better reuse of transformation parts, generic and meta-transformations can be defined in Viatra. For handling collections of flexible size such as the set of all features belonging to a class, a `forall` construct is needed which is e.g. offered by Viatra directly. In the algebraic context, we use amalgamated graph transformation where a kernel rule is applied exactly once and multi-rules which contain the kernel rule as subrule are applied as often as possible. All their applications overlap in the kernel rule application. Usually, each multi-rule application covers one collection element. As shown in [BET09], this concept can also be extended to EMF model transformation in a straightforward way.

**Kinds of model transformations.** Graph transformation can be used to specify endogenous as well as exogenous model transformations. Moreover, thanks to triple graph grammars [Sch94] they are also useful to specify model integrations and model synchronizations.

The well-known double-pushout approach to graph transformation [EEPT06] can be interpreted as a kind of in-place transformation where new parts are directly integrated into the existing graph. In addition, it is also allowed to delete existing graph parts from the given graph. To keep track with graph manipulations, the formal definition distinguishes an original graph from a resulting one. A partial graph morphism in between precisely defines the relation between both graphs. In-place transformations are well suited to specify model refactorings which transform models such that their structures improve while their semantics is preserved. See e.g. [MTR07, RLK+08] for the specification of model refactorings by algebraic graph transformation concepts. A model transformation tool which is based on algebraic graph transformation concepts is Henshin [ABJ+10], an Eclipse plug-in for model transformation based on the Eclipse Modeling Framework (EMF).

In contrast to in-place transformation, out-place model transformations consider source models as input models which are read but not altered, while target models are built up without using them for checking pre-conditions of transformations. A graph transformation approach which is mainly dedicated to this kind of exogenous model transformation is e.g. VMTS.

A famous approach, not only for exogenous model transformations but also for model integrations and synchronizations, are triple graph grammars (TGGs) [Sch94, KS06]. They distinguish three graphs, namely a source graph, a target graph, and a correspondence graph which is mapped to each of the other two for establishing a correspondence relation between source and target graphs. A comprehensive implementation of TGGs is given by MOFLON [AKRS06] using a declarative QVT-like language based on Fujaba. It does not only support model-to-model transformations, but also model-to-text transformations using a template-based code generator which supports XSLT and Velocity. Recently, Ehrig et al. started to formalize and to extend the
main concepts of TGGs by algebraic graph transformation concepts in order to provide a clear formal basis to characterize consistent transformation. (Compare e.g. [EEHP09].)

3 Verification of model transformations

Since model transformations are reused heavily in MDD, they should be of high quality. It is common practice to extensively test model transformations. Their verification is still in its infancy. In the following, we discuss which properties are interesting to be verified and spot on first results.

**Structure and type consistency.** As pointed out in the previous section, a basic property of model transformations is that resulting models are structure and type consistent. Transformation approaches such as algebraic graph transformation guarantee this property already automatically by definition without any additional verification effort. (Compare [EEPT06].)

**Functional behavior.** Furthermore, model transformations shall terminate. Termination is an issue for all model transformations which may contain loops. Imperative model transformation approaches offer explicit loops as control constructs, while rule-based model transformations such as those defined by graph transformation concepts can contain implicit loops occurring from the application of rules as long as applicable. Termination cannot always be shown, since model transformation approaches are usually Turing-complete. Thus, we are confronted with the halting problem in general. But there are first approaches to define sufficient termination conditions for model transformation systems, especially for algebraic graph transformation systems (see e.g. [EEPT06, VVE+06, BH10] ).

The uniqueness of transformation results is another general property of model transformations to be discussed. In more detail, we like to check if the transformation result is unique up to isomorphism for a given input model. It depends on the kind of model transformation, if this strict property is needed. If e.g. a code generator provided two different programs for one and the same input model, we would expect that they both are semantically equivalent wrt. the input model. (I.e. both programs exhibit the same observable behavior when being executed.) However, since semantical equivalence is often difficult to show, proving the uniqueness of transformation results is, although more strict, more practicable. Since rule-based transformations may use an implicit application control, the uniqueness of transformations is especially important for them.

Algebraic graph transformation offers a rich theory to show that transformation systems are confluent, i.e. yield unique results only. This theory is based on a result for general rewriting systems which states that a rewrite system which is locally confluent and terminating, is confluent in general. Local confluence of graph transformations can be shown based on critical pairs, an approach which has been lifted from term rewriting systems to graph transformation systems [Plu94, EEPT06]. A critical pair shows a conflicting situation in a minimal context. If all critical pairs can be shown to be confluent, the complete transformation system is locally confluent. If critical pairs cannot be shown to be confluent, a potential conflict is reported. Usual strategies to resolve or to even avoid conflicts from the beginning reduce concurrency and enforce rule applications in fixed orders.
Syntactical and semantical correctness. Additionally to these pretty general properties, transformation results also need to be elements of target languages. This means that they have to be syntactically and semantically correct. The syntax of modeling languages is usually given by meta models [MOF], i.e. a resulting model has to be type consistent and has to obey all additional well-formedness rules of the meta model. As already pointed out, algebraic graph transformations guarantee type consistent results. Well-formedness rules which can be expressed by graph constraints [HP09] can be used as post-conditions to check transformation results. Furthermore, there is a technique to translate graph constraints to application conditions of transformation rules, i.e. to translate them to pre-conditions of transformation rules. These new pre-conditions have to compared with already existing ones to find out if the original transformation system leads to syntactically correct models only. If not, additional pre-conditions have to be taken into account to improve the transformation system. That way algebraic graph transformations provide us with an automatic and efficient procedure to check models for syntactical correctness.

Semantical correctness of transformation results is more difficult to verify. We distinguish between the static and dynamic analysis of transformation results. Static analyses of properties which can be specified by additional constraints can be performed analogously to the check for syntactical correctness. Further recent approaches apply model checking to graph transformations e.g. [RSV04] or start using a theorem prover as presented in [Str08] and [GGL+06]. To analyze the dynamic semantics of transformation results we assume that dynamic semantics have been defined for source and target languages. Let us assume that each language has an operational semantics given by an algebraic graph transformation and the source semantic rules have been translated to corresponding target semantic rules. In that case, Ehrig et al. have shown semantical correctness for behavior models in [EE08] by proving that each execution step in the source model corresponds to an execution step in the target model. For the special case of model refactorings, semantics preservation can be shown by bisimilarity of the original and the resulting model after a model refactoring step using the borrowed context technique (see [HHK10]).

Verification of bidirectional model transformations. In [Ste08], Stevens argues that bidirectional model transformations should have the following properties: (1) correctness meaning that forward and backward transformations have to enforce consistency between source and target models, (2) hippocraticness ensuring that forward and backward transformations are applied only if the consistency relation is not established, and (3) undoability meaning that a model change which is immediately undone leads again to a consistent model pair.

For triple graph grammars, the consistency relation between source and target models is specified by triple rules. In [EEHP09], the equivalence of triple transformations and their corresponding forward and backward transformations is investigated. Thus, conditions for the correctness of forward and backward transformations are elaborated. Furthermore, results concerning completeness and termination of forward and backward transformations, always wrt. their triple transformations, are considered. A forward transformation is called complete if each model of the source language can be transformed to a model of the target language, and vice versa. It is up to future work to develop further results which are concerned with hippocraticness and undoability as stated above.

We presented essential verification techniques for model transformations here and sketched
how they can be verified based on algebraic graph transformation. It is up to future work, to perform an in-depth comparison of different verification techniques for model transformations. Of course, we have to keep in mind that only a few model transformation approaches are formally defined such that verifications can be performed.

4 Outlook

Model transformations form an interesting research field with a lot of new research problems to be solved. In addition future work already mentioned, we spot on a selection of topics in the following where the application of algebraic graph transformation concepts seems to be very promising:

The application of algebraic graph transformation concepts to EMF model transformation as presented in [BET08] shows that formal concepts can be well applied in a practical setting. Furthermore, we showed the important property that resulting EMF models are structure and type consistent by construction. We expect that the rich theory of algebraic graph transformation can be easily adapted to this kind of EMF model transformations leading to interesting verification techniques for EMF model transformations.

As stated above, distinct transformation approaches have emerged for model-to-model and model-to-text transformations. We can observe a recent trend where model-to-model transformation approaches such as ATL are also applied to model-to-text transformations. This means that transformation results, being texts in this case, are computed on the basis of abstract syntax structures. Approaches like JaMoPP [HJSW09] for example, define meta models for Java and provide model parsers and printers. Thus having a meta model for a textual language at hand, model-to-model transformation approaches and especially graph transformation approaches can be applied guaranteeing well-structured and well-typed transformation results also for model-to-text transformations. Moreover, verification of model-to-text transformations concerning interesting properties would become possible. It is up to future work to test and probably improve the efficiency of model-to-model transformation implementations compared to model-to-text transformations. Especially a comparison with extended model-to-text transformation approaches such as the one by Wachsmuth [Wac09] would be interesting.

Last but not least, we can observe that the deployment of model transformation techniques in software engineering increases and more complex forms of model transformations are needed where not only one input and one output model are considered but a number of models are involved. See e.g. multi-directional model transformations in [KS06]. Example scenarios are coherent refactorings of several heterogeneous models and/or code, code generation from several interrelated models such as those in the Graphical Modeling Framework [GMF] yielding a number of code files and model weaving.

To conclude, algebraic graph transformation seems to be a promising formal basis for different kinds of model transformations. It is especially promising to be used for specifying and reasoning about larger networks of model transformations, since it is based on category theory which provides us with rigorous structuring concepts.
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