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Abstract: Following the trend of other editions, it was held this year (2011) in Wellington, New Zealand, the 5th International Workshop on Multi-Paradigm Modelling: Concepts and Tools (MPM). Once again has been a satellite event of the International Conference on Model-Driven Engineering Languages and Systems (MoDELS). It aims at further the state-of-the-art as well as to define future directions of this emerging research area by bringing together world experts in the field for an intense one-day workshop. This paper summarizes the results of this year’s event.
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1 Introduction

Multi-Paradigm Modelling (MPM) is a research field focused on solving the challenge of combining, coupling, and integrating rigorous models of some reality, at different levels of abstraction and views, using adequate modelling formalisms and semantic domains, with the goal to simulate (for optimization) or realize systems that may be physical, software or a combination of both. This field promotes that modeling by means of different modeling formalisms, with different perspectives of the system, it can be avoided the tendency to over-design, the modeler works with more manageable models and the system’s integration is better supported. The identified key challenges are on finding adequate Model Abstractions, Multi-formalism modelling, Model Transformation and the application of MPM techniques and tools to Complex Systems.

MPM is a series of annual events that has experienced a steady growth in participation, having this year, stabilized around the figure of 25 participants. After a review process that counted with 4 reviewers per paper, 6 high quality contributions out of 13 were selected for oral communications (grouped in two sessions), and 3 papers were accepted for a poster session. This time, a session was dedicated for discussion groups.

1 The MoDELS MPM workshop was first held in 2006 in Genova, Italy, then in 2007 in Nashville, USA, and 2009 in Denver, USA and the last one in Oslo, Norway, 2010 and finally this year 2011 in Wellington, New Zealand.
2 Communications

1) Session: Multiple Models and Model Composition-MoC

The model-based engineering of a system involves several modeling steps with different purposes. For each purpose, depending (a) on the component of the system under study, (b) on the current activity of the design cycle, (c) on the chosen level of refinement, and (d) on the functional or extra-functional concern at stake, a different modeling paradigm may be used. The domain of Multi-Paradigm Modeling aims at easing the use of several modeling paradigms throughout the design process. The approaches presented during this occurrence of the MPM workshop can be classified in two main groups: (1) approaches addressing the translation of models from a modeling paradigm to another and (2) approaches dealing with the composition of models described using different modeling paradigms.

The first presentation session of this workshop has gathered approaches in the category of model composition. The presented approaches, however, address different situations where composing heterogeneous models is necessary. One of these situations is when one needs to assemble models of different components of a system in order to obtain a global model of the system, for analysis or simulation for instance. The approaches presented in papers [1] and [3] both address this kind of situation. Moreover, both approaches also rely on the concept of Model of Computation (MoC) as a way to represent the semantics of a modeling language. In particular, a Model of Computation is seen as an operational specification of the communication and synchronization aspects of a modeling language in the context of component-based modeling.

Paper [3] presents a framework called Cometa for heterogeneous modeling based on the concept of MoC. The central element of Cometa is a meta-model for representing models in which components are connected to each other through ports and connectors. Different "domains," i.e. different semantics can be attached to different elements of a model (components, ports, connectors) depending on the Model of Computation according to which they should be executed. In Cometa, a domain is made of four parts, called "schemes": a behavioral scheme which defines the type of behavior (discrete or continuous), a time scheme which defines the model of time, following the MARTE specification, a data scheme which defines the data types and a communication scheme which defines the types of ports and connectors implementing communication between components. It is possible to mix the domains associated to different elements in a given model. As a result, heterogeneous models can be “flat” in Cometa, contrary to other heterogeneous modeling frameworks such as Ptolemy II [refptolemy] or ModHel’X [refmodhelx] in which heterogeneity is associated to hierarchy. When different domains are mixed in a model, it is necessary to add "translator" elements in order to adapt the semantics of the different domains to each other. The authors propose to take into account in the translation the level of compatibility of the semantics of the domains to adapt as defined in a classification proposed in [refclassifmocs]. However, nothing is said about the formalism or technique that should be used to specify the translation itself.

The focus of paper [1] is specifically on this notion of "adaptation" between models interpreted according to different Models of Computation. In this approach, based on a framework called ModHel’X, different MoCs can only be used in different hierarchical levels of a heterogeneous model. The authors argue that the adaptation between the different semantics of two hierarchical levels involving different MoCs must be modeled explicitly and separately from the
models to adapt. To this end, they propose to use a language for specifying clocks and constraints between clocks called CCSL (Clock Constraint Specification Language), defined in the specification of the MARTE UML profile (Modeling and Analysis of Real Time and Embedded Systems). The example of a power window, modeled using two different models of computation, Discrete Events (DE) and Timed Finite State Machine (TFSM), is taken as a case study. The authors show how the semantic adaptation between DE and TFSM can be described declaratively using CCSL. Then, they present a simulation of the behavior of the window obtained using TimeSquare, a solver for CCSL clock constraints. In addition to the explicit modeling of adaptation between heterogeneous models, a benefit of this approach is that the model of adaptation obtained using CCSL is very concise. Moreover, to a certain extent, TimeSquare can act as an analysis tool for the adaption model as it detects inconsistencies in the set of constraints. However, as pointed out by the authors, the CCSL language lacks some features such as the modeling of data and it has to be extended or combined to another approach to be fully usable for modeling the adaptation between MoCs.

Another kind of situation where model composition is necessary is when one needs to represent different and potentially overlapping aspects of one component of the system (or of the system itself). Several modeling languages may be necessary to represent these different views of a given component/system, and a major difficulty is to maintain the consistency among the views. The approach presented in [2] is an approach for multi-view modeling. Traditionnaly, multi-view approaches are either "synthetic", meaning that a global model of the system does not exist other than as synthesis of the information carried by different views, or "projective", meaning that there exists a single model of the system from which views are derived using a projection mechanism. In [2], the authors propose to combine the two methods. They present a methodology in which concern-specific meta-models for describing views can be derived from an initial overall meta-model (projective aspect of the methodology). Each view meta-model comes with automatically generated mechanisms for synchronizing and for preserving the consistency among all the views (synthetic aspect of the methodology). An implementation of the methodology using EMF, Ecore and ATL model transformations is presented. The authors show how Eclipse editors can be generated to allow multiple designers to concurrently create and edit views which conform to different view meta-models. Even if the view meta-models must derive from a global and common meta-model, this approach presents interesting features for heterogeneous multi-view modeling.

As a conclusion, the three papers presented during this session on model composition illustrate well the current challenges in this domain. One of them is the modeling of the semantics of modeling languages. Two of the presented approaches use the concept of Model of Computation as a way to represent the operational semantics of modeling languages. In the Cometa approach, in particular, the different components of MoCs are modeled separately, which is a step towards more modularity and reusability in the description of MoCs. Ongoing research targets the model-based verification and validation of MoCs. Another major issue in model composition is the modeling of the composition mechanism itself. As we have seen, composing models may serve two different purposes: composing models of different components of the system, or composing models that are different views of the system. In the former case, the composition must include an adaptation layer to take into account the differences between the semantics of the models to compose. The CCSL based approach described in [1] is an attempt to provide a modeling
formalism to describe adaptation layers explicitly and independently from the models that are composed. In the latter case, the composition must preserve the consistency of the composed models. In [2], the authors present a methodology for synchronizing and for maintaining the consistency among views of a given system.

2) Session: Model Transformations

Paper [BA11] investigates techniques to prove that model transformations are correct. They observe that even though it is now possible to explicitly build the set of syntactic correspondences from a given transformation, it is still not clear how to reason about the correctness of these syntactic correspondences w.r.t. to both the source and target languages underlying semantics. In the paper, correctness of a model-to-model transformation is analyzed by establishing a semantic relation between the respective operational semantics. The approach is demonstrated through a concrete translation between two languages: State Machines and Petri Nets.

The second paper [WKR+11] addresses the problem of model transformation re-use in different context. Their work is inspired by generic programming and proposes generic model transformations. Such generic transformations are defined over meta-model concepts which are later bound to specific meta-models. Current binding mechanisms lack automated resolution support for recurring structural heterogeneities between meta-models. Therefore, based on a systematic classification of meta-model heterogeneities, the paper proposes a flexible binding mechanism able to automatically resolve recurring structural heterogeneities between metamodels. For this, the binding model is analyzed and required adaptors are automatically added to the transformation.

Finally, paper [DCB+11] addresses the complexities of deployment-space exploration, by means of refinement (model) transformations. In particular, a high-level architecture description provides the basis for the choice of a low-level implementation. In this paper, the focus is on real-time systems. All possible solutions of a deployment step are generated using a refinement transformation while the non-conforming results are pruned as early as possible using a simulation model or analytical method. The feasibility of the approach was demonstrated by deploying part of an automotive power window, optimized for its realtime behaviour using an AUTOSAR-like meta-model.

3) Session: Posters

The work presented in [RP11] is about on-going work on an approach for querying, selection and pruning models. Under the assumption that models are often treated wholly or in part as trees, the authors propose a novel approach to model querying-by-example, treating models as trees. It exploits tree-based patterns in expressing queries, where the results of the queries are also trees. Thus, it provides means to compose (conjoin) queries without requiring intermediate manipulations.

Poster [BAGB11] concentrates on the issue of Languages Usability. Departing from the statement that usability evaluation of new languages is often skipped or relaxed [GGA10], although being a key factor for its successful adoption, the authors argue that a systematic approach based on User Interface experimental validation techniques should be used to assess the impact of those same languages. The poster goes a little bit further discussed the quality criteria, proposes a development and evaluation process that could be used to achieve usable languages.

Finally, poster [LZST11] presents work on verifying access control policies in statecharts. The approach is based on the transformation of a statechart into an Algebraic Petri net to enable
checking access control policies and identifying potential inconsistencies with an OrBAC set of access control policies.

4) Discussion Group: Modular design of modelling languages

The working group on modular design of modelling languages recognized that there is a growing need for the principled and modular design, not only of models, but also of modelling languages.

In software-intensive systems for example, the need is increasingly felt for rigorously designed modelling languages to describe, analyze, simulate, optimize, and where appropriate synthesize their physical, control, and software components, as well as the often intricate interplay of those components. In addition, requirements/property languages for these highly diverse formalisms should be carefully engineered to match the design languages and to form the basis for automated analyzes. The need for combining modelling languages to form new ones goes beyond Domain-Specific Modelling Languages. Even simple State Machines are in practice already combined languages as their use requires not only the basic automata with states and transitions, but also an action language to describe what the effects of transitions are on the values of variables.

The starting point for the modular design of modelling languages is the realization that to define a language, its abstract syntax (AS), concrete syntax (CS), and semantics (SEM), including both semantic domain and semantic mapping, need to be explicitly modelled. In the working group, the different combinations of modelling languages were discussed. At the level of abstract syntax (modelled in the form of meta-models), this led to the insight that meta-models may need to be Reduced (when only part of a language is needed), Augmented (when new notions need to be incorporated) and Combined. The latter can be through the introduction of Associations, through merging, inheritance, and embedding.

The working group explored practical examples and took initial steps towards a classification of techniques for the modular design of modelling languages.

5) Discussion group: Modeling Model Compositions - MoCs

A major challenge in model composition is to obtain a meaningful result from models with heterogeneous semantics. Tackling this issue implies that the semantics of the modeling languages used in the composed models is described in a way such that it can be processed and, more importantly, such that it can be composed. In other words, the semantics of the modeling languages must be explicitly and formally described in order to enable model composition. One approach for representing semantics is the concept of Model of Computation. The objective of this discussion group was to work on a methodology to describe Models of Computation.

The first action of the group has been to work on the definitions of the main concepts relating to models, modeling languages and models of computation. It has been chosen to focus on models which describe the behavior of systems and two hypothesis were made:

- the abstract syntax of the modeling language used to describe a model is described by a *meta-model*. Therefore, there is a conformance relation between a model and the meta-model of its language.

- the semantics of the language must enable the *execution* of the model. Executing a model means computing one of the possible behaviors described by the model. The result of the execution of a model is a series of observation, i.e. a trace which represents of the computed behavior.
In this context, the discussion group has agreed on the following definition:

**Model of Computation:** A Model of Computation is a constructive definition of the behavior of a model obtained by composition of the behavior of its elements.

In this definition, “elements” refers to the modeling elements used in the model, which are therefore defined in the meta-model of the modeling language. A consequence of this definition is that a Model of Computation is seen as a kind of algorithm which computes the trace representing the behavior of the model. When the model is in a given state, the role of such an algorithm is to compute an observation of the state of the model (a part of the trace) and its next state, as illustrated on Fig. 1.

Such an algorithm needs to manipulate the state of the model. However, modeling the state of the model may require modeling concepts that are not defined originally by the modeling language. That is why the group has chosen to distinguish between the model and the model under execution:

**Model under Execution:** A “model under execution” includes an explicit representation of its state for execution purpose.

The modeling language with which the model under execution is described is therefore an extension of the modeling language used in the original model. In particular, the meta-model of its abstract syntax must be extended to include concepts for representing the state of the model. Figure 2 shows a model and the meta-model defining the corresponding abstract syntax. This meta-model is then extended to include concepts for representing the state of the model when under execution. Since choosing an execution semantics for a model has an impact on the way its state is modeled, several meta-models may be created for the model under execution, depending on the chosen execution semantics. At last, Figure 2 also illustrates that a given execution semantics may be implemented by different algorithms, just as the resolution of differential equations may be implemented by different kind of solvers.
The concepts presented in this section were defined by the discussion group in an attempt to lay the foundations for a methodology to represent models of computation. The group has tried to make explicit the notion of state of a model and to define means to model it. Much work remains to obtain a complete framework for describing models of computation, i.e. for describing execution semantics for models.

A major challenge in MoCs is to obtain a meaningful result from models with heterogeneous semantics implying that the semantics of the modeling languages must be explicitly and formally described in order to enable model composition. One approach for representing semantics is the concept of Model of Computation. The working group tackled the definitions of the main concepts to use in the methodology to describe Models of Computation. For that, the group focused the discussion on models which describe the behavior of systems and two hypothesis were made: i) the abstract syntax of the modeling language used to describe a model is described by a meta-model (i.e. there is a conformance relation between a model and the meta-model of its language) ii) the semantics of the language must enable the execution of the model (executing a model means computing one of the possible behaviors described by the model, and the result of its execution is a series of observation, i.e. a trace which represents the computed behavior).

In this context, the discussion group has agreed on the following definition: Model of Computation: A Model of Computation is a constructive definition of the behavior of a model obtained by composition of the behavior of its elements.

The concepts defined by the discussion group is an attempt to lay the foundations for a methodology to represent models of computation. The group has discussed how to explicit the notion of state of a model and to define means to model it. In spite of the enthusiastic discussion held by this discussion group, much work remains to obtain a complete framework for describing models of computation, i.e. for describing execution semantics for models.

6) Discussion group: Evaluating Usability in the context of MPM

Departing from a perspective that MPM, as a methodology, thrives for removing the accidental complexity in software development, by choosing adequate formalisms at the right level of abstraction, the working group raised the following questions: Once decided the modeling formalisms how do we know that they are adequate? What is a good formalism adequate for a given problem? an finally, how do we measure that same adequacy to the problem?

It was generally accepted, by the discussion group, that to answer those questions we have to define Quality criteria. In addition, we need to proceed with empirical studies with real users and have a sound process for evaluation. The discussion proceeded by highlighting that an evaluation process can be (from a loose approximation to a more serious and strong one): a toy example, industrial case study, or properly conceived empirical studies. For the last one, the Quality criteria, supporting the evaluation process, implies metrics and measurement.

From this general vision, several questions arose as being still open for discussion: Does the composition of demonstrated usable Languages implies to be still usable? and, what is the difference between usability and Re-usability? Is MPM itself a good solution for Usability purposes?

The rest of the working group discussion was focused on sketching the road-map for a sound methodology and tool support to determine Usability in MPM.
3 Conclusion

The workshop was deemed very successful by the participants, and we plan to continue organizing future workshops. It is a vibrant forum for research and industry experts to join together and discuss fundamental concepts and tools for Multi-Paradigm Modelling. At the end of the event the attendants voted for papers [BDH+11] and [CCL11] for the best two papers award. This workshop would not have been possible without the help of many people besides the authors. We wish to acknowledge our Programme Committee to whom we thank:
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