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Abstract: When behavioral models are derived automatically based on observed stakeholder interactions, requirements engineers need to validate whether the stakeholders agree with the synthesized behavioral models. Allowing stakeholders to experience such models through simulation and animation allows them to comment on, amend to and correct these models. However, to ensure an efficient stakeholder validation, the simulation has to be guided instead of confronting the user with random situations over and over again.

In this paper, we present a strategy-driven simulator capable of guiding the execution of behavioral models based on graph transformations. By analyzing either the overall structure of a partial state space (look ahead) or by performing an in-depth analysis of the states therein, the simulator is able to determine which transformations should be executed next to continue on the most promising path through the overall state space. The discussed implementation is illustrated with a case study.
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1 Introduction

Capturing requirements and scenarios in formal models such as graph transformations introduces a communication barrier between requirements engineers and stakeholders. Nevertheless, the latter have to understand what was elicited and specified to identify conflicts, find errors or provide feedback. Especially in highly collaborative scenarios involving multiple stakeholders and their individual perspectives on what is to be accomplished, gathering knowledge about the stakeholders’ scenarios is inherently complex. In our earlier work, we presented a combined animation [GGS09] and simulation [GGS10, GHG12] approach capable of deriving graph transformations that represent observed activities (cf. generalization in [Hec06]) within such collaborative scenarios. Based on the differences between two succeeding states prior and after a stakeholder activity was observed, a behavioral specification is derived which encapsulates the changes associated with the activity. For this specification, story patterns [KNNZ00] are used. Furthermore, these story patterns can later on be rearranged and replayed to simulate any stakeholder activities that were already observed. By executing the corresponding graph transformations of stakeholders, their actions and interactions can be simulated and visualized for stakeholders participating in the simulation. Eventually, the activities of all stakeholders have been observed and captured in story patterns. Then, the requirements engineers end up with story patterns which, when executed, can simulate the commonly agreed upon scenarios that can unfold for the stakeholders.
Being able to replay specific activities of any of the roles involved in the explored scenarios enables individual stakeholders to participate as one of the roles. As a participant, this stakeholder is then able to experience and validate, whether the behavioral models that are executed are correct, consistent from his point of view and complete, i.e. covering at least all of his known information for the considered scenario.

To ensure that the paths chosen during the simulation of a scenario do not always lead to the same, already validated situations, the decisions of the simulator, i.e. of the individual roles that are simulated, need to be guided in different directions to provoke the participant to play-in alternative scenarios. By navigating through the state space, the simulator can specifically guide the stakeholder through a conflicted scenario. A scenario has to be considered as conflicted if it contains states which yield possibly wrong outcomes or unwanted effects. Examples are traces leading to dead ends and situations that are impossible in reality such as having a negative amount of goods or inconsistencies such as an inquiry that is both accepted and rejected. Thereby, unidentified constraints which the participants can point out afterwards are then be captured as “forbidden situations” that are avoided during future simulations. By generally avoiding dead ends, on the other hand, the simulator can ensure that the stakeholder experiences a scenario that can successfully terminate.

Such a scenario simulation can be guided more effectively if the consequences of the available decisions are known. If the complete state space, i.e. information about all possible states and the transitions between them, is explored, all eventually occurring consequences and their side-effects are known. However, it is not feasible to compute all possibilities beforehand, especially since the state space might be infinite. Still, to avoid solely relying on impromptu or even random decisions, a limited preview of the state space (i.e. look ahead) is already helpful. Moreover, the state space that can be explored depends on the story patterns which were already captured, i.e. played in by participants. Thus, the state space supports a guided simulation only in cases in which the participant’s actions were known in the form of expected inputs for the simulation. Since participants can interact with the simulation within their visualization, they can directly change the state of the simulation (cf. play-in [HM03]). In such cases, the simulator is confronted with inputs that were unexpected for the current state. Still, such an input may be equivalent to a sequence of other activities which implies that the actual follow-up state of the simulation is already included in the state space. Consequently, the participant played in an alternative which would result in a new transition within the state space. Still, if the participant’s activity was new and without an equivalent sequence of other activities, then the simulator would be in a follow-up state which was not covered by any state space that might have been calculated beforehand. In such a situation, a feasible guidance of the simulation can only be provided, if a look ahead can be computed fast enough at runtime so that the simulation is still perceived as interactive for the participating stakeholders.

The stakeholders’ perspective of the simulation is discussed in [GGS09]. This partial perspective on the simulation is not sufficient for the requirements engineer, who needs a more technical perspective on the simulation, so he should be supplied with an interactive visualization of not only the current state of the simulation, but also of its look ahead. The conceptual contribution of this paper is a bounded look-ahead for graph transformation systems which incorporates strategies and cost functions to explore the potentially infinite state space more effectively. The main contribution is an Eclipse-based simulation environment, that supports engineers to interactively...
validate the requirements by automatically guiding the simulation. The concepts underlying the strategy-based simulation approach are presented in Section 2. Then, Section 3 illustrates the implementation using a steelworks case study. Afterwards, related work is discussed in Section 4 which focuses on graph transformation approaches. Finally, conclusions are drawn and future work is outlined in Section 5.

2 Concepts

2.1 Navigation and Reduction

To fulfill the outlined requirements, several different concepts are employed. An interactive navigation is only feasible, for technical as well as user-interface reasons, if the graph-structure in scope is kept small enough so that the time for the computation of what to do next and the actual execution take less than one second. Nevertheless, the regarded state space has to be complete and correct concerning the already established constraints. The user’s main focus of interest lies in all future states outgoing from the current one. Since the amount of future states might be unlimited, possible future states are limited by the introduction of a maximal look ahead depth, after which the simulation of further states is simply aborted. Another reduction is achieved by aborting the simulation behind states that violate predefined conditions as illustrated by \( s_5 \) in Figure 1a. Despite that, the growth of states still correlates exponentially with the chosen look ahead depth. By merging two or more instances of an identical states into one, the exponential growth can at least be postponed (cf. Figures 1b and 1c). This results in a potentially cyclic graph, but reduction of branches enhances lucidity and performance significantly. The effectiveness of this technique is determined by the depth, at which the merging takes place (the earlier the better).

Stakeholders should not encounter situations which are known to be impossible or invalid, e.g. situations in which a budget is exceeded or a time constraint is violated. Usually, such situations can be specified as partial states or as a sequence of states which must not occur. To avoid these situations, the simulator has to check whether one of them can be matched in one of the states of the look ahead. If so, the corresponding path can be excluded, i.e. cut-off as early as possible [HHV10], from the options that are available to the stakeholder from the current state of the simulation onwards.

Figure 1: Steps of reduction before scoring the look ahead

(a) A look ahead (depth=3) which contains a forbidden state \( s_5 \) and the infinite state space  
(b) Simplified look ahead with a depth of 3  
(c) Final look ahead after merging \( (s_3, s_9) \) and \( (s_8, s_{12}) \)
2.2 Guidance and Scores

If the available story patterns are underspecified, they will be matched and executed more often than necessary. Consequently, states with many available story patterns might imply that some of these patterns are underspecified and need to be revised. However, only a stakeholder can decide which of the patterns should match in the corresponding state and which patterns require a stricter precondition. To support a stakeholder in identifying such patterns, a strategy that scores the number of alternatives is required which chooses the path leading to the most alternatives for further execution. This can be determined based on the look ahead: by scoring the structure of the look ahead, e.g. by adding up the number of outgoing transitions of each of its states, the simulator can simply choose the sequence of transitions which provides the most alternatives.

To enable a participating stakeholder to resolve a specific situation (e.g., What do you do if you are over-budget?), the simulator has to reach a corresponding state. The requirements engineer needs to create a strategy that scores the value of the corresponding resource, in this case “budget”, negatively which, in turn, favors all activities that decrease the value of this resource. Scoring is based on increasing and decreasing amounts of resources, which are manipulated through actions, i.e. the application of story patterns. All scores of states in the look ahead are relative to the simulation’s current state \( s_x \). By assigning a weight \( w_i \) to each individual resource \( r_i \), the sum of all resources times their individual weight is a suitable scoring function for each state. This score is based on the value of the individual resources of the current state \( s_x \) of the simulation. Equation 1 illustrates this function for a state \( s_x \) with \( r_i^x \) representing the value of resource \( r_i \) in state \( s_x \). If, for instance, a resource \( r_1 \) named “budget” would have a value of 5,000 in \( s_x \), a value of 3,000 in a potential follow-up state \( s_y \) would be scored higher since it is 2,000 times \( w_1 \) closer to the goal of the strategy.

\[
\text{score}(s_x \rightarrow s_y) = \sum_{i=1}^{\text{Resources}} w_i \times (r_i^y - r_i^x) \tag{1}
\]

In the overall state space, only some specific paths represent valid, successful scenarios capturing how stakeholders interact to achieve their common goal. By looking at the complete (if not infinite) state space, the simulator can find all states in which this goal is satisfied. Knowing these states, the simulator is able to choose the path that satisfies the stakeholders’ overall goal best. Since computing capabilities are limited, the simulator has to decide which path is most likely to lead to success based on the feasibly available look ahead.

3 Implementation and Performance-Evaluation

The implementation of the discussed concepts is structured into three layers. All scoring, monitoring and decision-making is located on the topmost layer in the form of strategies. The second layer computes the look ahead, thereby reducing it in compliance with the aforementioned concepts of state-merging and pruning of states that violate the predefined constraints. Such constraints can be expressed as forbidden states which have to be avoided by the simulator. Additionally, these state specifications can also include OCL\(^1\) statements which have to hold. The

\(^1\) Object Constraint Language (http://www.omg.org/spec/OCL/)
bottom layer is responsible for matching and executing story patterns on specific states. For this task, it relies on Giese et al.’s Story Diagram Interpreter [GHS09]. Further, this layer supplies caching algorithms and incremental transitions between states to speed up the most expensive part of the simulation, the computation of the look ahead.

For the requirements engineers overseeing individual stakeholder sessions, the implementation offers an Eclipse perspective (cf. Figure 2). In this Eclipse perspective, parameters of a simulation such as the depth of the look ahead or the scoring value of specific resources can be changed at run-time to adjust the strategy employed by the simulator. The engineers’ visualization of the look ahead and the proposed path through the look ahead are updated accordingly. To avoid repeated computations, the look ahead that was previously explored is cached and re-used, if an overlap between the old and the new look ahead exists. States that are located before the currently active state and are not part of the actual path taken to the active state (for example alternative states to \( s_{x-1} \) in Figure 2), are not cached to reduce memory consumption.

The merging process uses a simple fingerprinting approach to reduce the necessary amounts of computation: the count of inner objects and relations of a state are multiplied by different prime numbers and summed up afterwards. A more detailed and expensive `equals` comparing individual objects is only executed if the fingerprints match. While we are aware that the fingerprinting algorithm could be more sophisticated to further improve the performance gains, this approach already suffices for our requirements.
3.1 Example Scenario: Running a Steelworks

The aforementioned principles will be shown on a deliberately small example without distracting elements. To produce and sell steel, iron ore and coal are required. Since both cost money, it is necessary to plan accordingly to be able to produce steel and sell it with a profit. In this case study, four story patterns are available: buy coal, buy iron ore, produce steel and sell steel. While both resources cost 10k$ for ten units each, selling the resulting steel yields 30k$. The domain model is illustrated in Figure 3, Figures 4 and 5 shows the story patterns which realize the process.

3.2 Strategies for a Steelworks

After the simulation was initialized using an initial state \(s_0\) in Figure 8, the simulator computes a look ahead with a default depth of four to explore which transitions are possible. Repeatedly buying only one resource leads to states in which nothing else can be bought and nothing can
be produced or be sold. Consequently, these states ($s_3$ and $s_{13}$ in Figure 8) are dead ends. Since the order of purchases is irrelevant in this scenario, buying both resources once leads to identical states which can be merged ($s_6$).

After the look ahead is computed, all potential follow-up states and their paths can be scored to allow the simulator to choose the path most suitable to fulfill the goals of the current simulation strategy. The goal of the steelworks scenario is to maximize the profit, i.e. the amount of money they have. In this case, the user would set the parameters to assess the resources so that money is the only resource of interest (i.e. by giving it a weight of 1 and all other resources a weight of 0). Thus, a weight can be assigned to each subclass of Resource that is defined in the metamodel representing the domain (cf. Fig. 3). The simulator chooses the transformations which maximize the score based on these weights. Consequently, a sequence of buying only the required resources, producing and then selling the steel is the most promising one. Although both buying actions are scored negatively, all paths containing sale of steel have an higher overall score than the starting state. In the simulated look ahead, $s_{10}$ yields the highest score and is therefore proposed by the strategy. In more complex scenarios with more options available, the depth of the look ahead would have to be increased. Since long sequences of actions might not pay off if their benefit is not covered within the look ahead, such sequences would never be started.

The implemented Eclipse perspectives (Fig. 2) contains the following views for supervising the simulation: In the upper left view is an illustration of the sequence of the already visited states and the look ahead calculated from the current state (referred to as $s_s$). In this view, the optimal path is highlighted in green. The requirements engineers can select transitions from the look ahead to inspect them in detail in the upper middle view which presents the current state of the simulation or any state of the look ahead from which this transition is triggered.

In the lower left view, the rules that were already captured by observing stakeholders are listed. These can be included in any simulation session by dragging and dropping them into the upper right view under Rules. Also, forbidden situations and other variants, which are not within the scope of this paper, can be included for a simulation session.

The simulation is initialized by providing an initial state, setting a depth of the look ahead, and an optional maximum number of simulation steps after which the simulator should stop. This
is done in the lower right view, which also illustrates a list of all available strategies to choose from for the simulation session. To influence the selected strategy, the lower middle view shows all resources next to corresponding sliders which enable the requirements engineers to assign weights to the individual resources.

On a MacBook Pro (Mac OS 10.6) with a 2.4 GHz Core2Duo processor and 8 GB RAM (JVM 1.6, Eclipse 3.6.1), the computation of the look ahead illustrated in Figure 8 took 0.135 seconds, its visualization needed 1.1 seconds. Even the computation of a look ahead with a depth of 12, which includes 67 states, took only 0.374 seconds. Without merging identical states, the same look ahead included 1272 states. While these unmerged states were computed in 3.22 seconds, it took the visualization code directly generated by EMF and GMP another 120 seconds to draw and layout the resulting graph-structure. Figures 6 and 7 show the linear

---

2 For each state, ten story patterns were evaluated. All presented values are averages of ten repeated measurements.
3 Eclipse Modeling Framework (http://eclipse.org/modeling/emf/)
4 Graphical Modeling Project (http://eclipse.org/modeling/gmp/)
correlation between the amount of states and the overall runtime for look aheads. As can be seen, state merging effectively delays the exponential growth of states. Furthermore, Figure 7 compares the performance of a strategy maximizing the resource “money” with a random execution of available story patterns. The additional computations which are required to score and compare different alternatives when using a strategy, do not noticeably decrease the overall performance. Thus, concerning the runtime performance it can be stated that the implemented concepts of state merging and state scoring lead to acceptable execution times even for deeper look aheads.

Figure 8: Starting from an initial state $s_x$ (left), the look ahead can be computed (right)

4 Related Work

This section compares our approach to related ones, thereby focussing on approaches providing guided state space exploration or direct model checking for graph transformation systems.

In [HKMP02], Harel et al. extended their Play approach [HM03] with an analysis of which parts of the specification fit together before an actual simulation is started. Later, Harel et al. also added the ability to exclude specific situations [HKP04] during the simulation. While this allows a requirements engineer to ensure that only viable paths are offered, the possibility of expressing strategies to guide the simulation more effectively into specific situations is missing.

To verify whether specifications are suitable, the GUIDE approach [TS07] enables engineers to formally execute the specification. While one of them tries to arrive at an invalid state, another one executes only safe transitions. Either one has to pursue a specific strategy to arrive at a corresponding state. Consequently, while no stakeholder is involved, this approach is still suitable to explore and verify specific properties of the modeled system.

GROOVE [KR06] can explore complete state spaces, but our approach does so automatically by restricting the exploration to the most promising paths concerning a single goal (such as highest increase of a resource like money or smallest amount of transitions to reach a certain state) or a set of them within the look ahead. As a model checking tool, GROOVE can verify whether distinct properties are satisfied by the specification. GROOVE, however, does not provide a visualization for its graph transformations which is suitable to be used in stakeholder validations.

Henshin [BESW10] is another approach that is capable of creating a (partial) state space based on an initial state and a set of graph transformations. While it provides an interactive UI to
explore the state space, it is not possible to express strategies to guide the exploration.

Edelkamp et al.’s approach [EJL06] reduces the state space exploration by abstracting from the original state space. Finding a path conforming to the elicited constraints in the abstracted state space ensures that such a path also exists in the original state space. Thus, heuristically, the exploration can be guided more efficiently by reducing the problem. However, since our approach does not deal with the complete state space but instead tries to elicit new inputs from stakeholders, their approach would only be feasible, if the generation of a suitable abstraction is possible at runtime to determine how the simulation should continue.

Baresi and Spoletini [BS06] approach of using Alloy to analyze graph transformation systems can be used to check properties of models and also to create look aheads of a specific depth. While their approach tries to answer questions that are similar to ours, their approach is not usable in an interactive way that can be integrated into or be a part of our visualization approach.

5 Conclusion and Future Work

In this paper, we extended our simulation approach of eliciting and validating scenarios between different, interacting stakeholders with simulation strategies and a bounded look ahead. While simulation and animation support stakeholders to understand behavioral specifications, requirements engineers had no explicit way of guiding the simulator effectively through these sessions. Now, requirements engineers can specify strategies for the simulator to ensure that the stakeholders validate viable scenarios first instead of randomly being led into dead ends due to the inherent incompleteness of the models during the requirements engineering stage. Based on our measurements, it is feasible to employ strategies for projects eliciting collaborative scenarios as they occur in workplaces, i.e. in the range of up to dozens of story patterns. For more sophisticated projects dealing with thousands and more graph transformations, the interactivity cannot be ensured.

Currently, only a limited set of functions can be used to specify how a state is scored. To express more sophisticated scoring algorithms, additional capabilities, such as a scoring function editor or a mini DSL to express the desired logic, will be implemented. Also, since the look ahead computation performs acceptable, the focus lies on increasing the efficiency of the UI.
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