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Abstract: We study the model checking problem for monotonic extensions of Petri Nets, namely for two extensions of Petri nets: reset nets (nets in which places can be emptied by the firing of a transition with a reset arc) and $\nu$-Petri nets (nets in which tokens are pure names that can be matched with equality and dynamically created). We consider several fragments of LTL for which the model checking problem is decidable for P/T nets. We first show that for those logics, model checking of reset nets is undecidable. We transfer those results to the case of $\nu$-Petri nets. In order to cope with these negative results, we define a weaker fragment of LTL, in which negation is not allowed. We prove that for that fragment, the model checking of both reset nets and $\nu$-Petri nets is decidable, though with a non primitive recursive complexity. Finally, we prove that the model checking problem for a version of that fragment with universal interpretation is undecidable even for P/T nets.
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1 Introduction

Temporal logics \cite{4} have been established as a very expressive formalism for the specification of properties of computational concurrent systems. Model checking is the problem of deciding if a given system satisfies a given temporal formula.

For infinite state systems the model checking problem is undecidable in general \cite{15}. A very well known formalism for infinite state concurrent systems is that of Petri nets \cite{6}. Among them, place/Transition nets (P/T nets) are potentially infinite state, but their expressive power is below Minsky machines (e.g., reachability is decidable for them \cite{8}). Decidability and complexity of the model checking problem for P/T nets are well studied, and the corresponding decidability frontiers are well settled \cite{13, 9, 12, 8}. Roughly speaking, model checking of P/T nets is undecidable for any branching-time logic, while for linear time logics, “event-based” LTL is decidable, though “state-based” LTL is undecidable.

In the last two decades, several monotonic extensions of Petri nets have appeared in the literature. These extensions usually consist either on the extension of the firing rule of P/T nets,
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or on the use of colours, that is, distinguishable tokens. We consider two simple extensions of P/T nets, one in each group: reset nets [7] and ν-Petri nets (ν-PN) [21]. In reset nets the firing of a transition can empty some places. Their modeling capabilities are discussed for instance in [14]. Tokens in ν-PNs are pure names, that can be created fresh, moved along the net and used to restrict the firing of transitions with name matching. Names can be seen as process identifiers [19], so that ν-PN can serve as the basis of models in which an unbounded number of components (which are in turn unbounded) synchronize. For example, they can be used to model resource-constrained workflow nets, an extension of workflow nets in which an arbitrary number of instances of the workflow can be executed concurrently [11]. In [5], they are used to give a semantics to an extension of BPEL [16] with instance isolation.

In this paper we study the decidability of the model checking problem of these models. More precisely, we consider the logics for which model checking of P/T nets is decidable, and we study their decidability for the two extensions. In particular, we study $LTL_f$, which is the fragment of LTL that uses only first as basic predicate [9], $L(F)$, the fragment of LTL in which negation is only applied to basic predicates (not to operators), and the operators are $X$ (next), $F$ (eventually), $\land$ and $\lor$ [12]; and $L(GF)$, which is the fragment of LTL in which the only allowed composed operator is $GF$ (globally future), the operators are $F$, $\lor$ and $\land$ and negation is only applied to basic predicates [13].

Unfortunately, we conclude that the decidability results for P/T nets cannot be adapted, so that model checking for any of the logics considered is undecidable. In particular, we reduce $LTL_f$ model checking of lossy inhibitor nets, which is undecidable, to $LTL_f$ model checking of reset nets. Moreover, we prove that repeated coverability and reachability, which are undecidable for reset nets, can be expressed in $L(GF)$ and $L(F)$ respectively.

As a first step to mitigate the previous undecidability result, we consider a fragment of LTL weaker than all the logics considered so far in which, in particular, we do not allow negations. We call that logic $F_{cov}$. We prove that the model checking problem for this logic is decidable for both models.

In some of the subclasses of LTL considered in the literature [13, 12] a formula is said to be satisfied if there exists one run that satisfies it, as opposed to the more standard definition of LTL in which all runs are required to satisfy the formula. Even though the two interpretations are equivalent when negation can be used without restriction, this is not the case for the considered subclasses of LTL, neither for $F_{cov}$. We justify this definition by proving that already for P/T nets, $F_{cov}$ model checking is undecidable under the universal interpretation.

Table 1 summarizes the results on model checking of P/T nets, reset nets and ν-PNs. By “+” (resp. -) we denote that the model checking problem for the considered logic is decidable (resp. undecidable). If the references of the results are not given, then the result is either new (the ones with signs in bold letters) or follows directly from other results of the table.

**Outline:** The rest of the paper is structured as follows. Section 2 presents some basic results and notations we use throughout the paper. Section 3 proves undecidability of the model checking problem for the considered logics, for reset nets and ν-PN. Section 4 defines $F_{cov}$ and proves decidability of the model checking problem for reset nets and ν-PN, and undecidability for P/T nets in the universal case. In Section 5 we present our conclusions.
2 Preliminaries

A quasi order (qo) is a reflexive and transitive binary relation. For a qo \( \leq \), we write \( a < b \) if \( a \leq b \) and \( b \nleq a \).

Labelled transition systems. A transition system is a tuple \( S = (S, L, \rightarrow, init) \), where \( S \) is a (possibly infinite) set of states, \( L \) is a set of labels, \( init \in S \) is the initial state and \( \rightarrow \subseteq S \times L \times S \).

Given two states \( s_1, s_2 \in S \) and \( a \in L \), we write \( s_1 \overset{a}{\rightarrow} s_2 \) instead of \( (s_1, a, s_2) \in \rightarrow \), and \( s_1 \rightarrow s_2 \) if \( s_1 \overset{b}{\rightarrow} s_2 \) for some \( b \in L \). We denote by \( \rightarrow^* \) the reflexive and transitive closure of \( \rightarrow \) and by \( \rightarrow^+ \) the transitive closure of \( \rightarrow \). A run \( \pi \) of \( S \) is any sequence \( s_0 \overset{a_0}{\rightarrow} s_1 \overset{a_1}{\rightarrow} s_2 \ldots \) such that \( s_i \overset{a_i}{\rightarrow} s_{i+1} \) for \( i \geq 0 \). We define the length of a run \( \pi \) as \( n \in \mathbb{N} \) if \( \pi = s_0 \overset{a_0}{\rightarrow} s_1 \overset{a_1}{\rightarrow} \ldots \overset{a_n}{\rightarrow} s_n \) is a finite run, and \( \infty \) if \( \pi \) is an infinite run. The reachability problem consists in deciding for a given state \( s_f \) whether \( init \rightarrow^+ s_f \). If \( S \) is endowed with a qo \( \leq \) we can define the coverability problem, that consists in deciding, given \( s_f \in S \), whether some \( s \geq s_f \) is reachable. Then, we say that \( s \) covers \( s_f \). The repeated coverability problem is the problem of deciding whether a given state is covered infinitely often in some infinite run starting in \( init \), that is, for a given \( s \) there is an infinite run \( init \rightarrow^+ s_1 \rightarrow^+ s_2 \rightarrow^+ \ldots \) such that \( s \leq s_i \) for all \( i \geq 1 \).

Multisets. Given a (possibly infinite) arbitrary set \( A \), we denote by \( A^\oplus \) the set of finite multisets over \( A \), that is, the mappings \( m : A \rightarrow \mathbb{N} \) for which \( \text{supp}(m) = \{a \in A \mid m(a) > 0\} \) is finite. When needed, we identify each conventional set with the multiset defined by its characteristic function, and use set notation for multisets when convenient, with repetitions to account for multiplicities greater than one. Moreover, given two sets \( A \) and \( B \), and an injection \( \alpha : A \rightarrow B \), sometimes we interpret \( \alpha \) as the function \( \alpha : A^\oplus \rightarrow B^\oplus \) such that given \( M_A \in A^\oplus \), \( \alpha(M_A) = M_B \), where for each \( b \in B, M_B(b) = n > 0 \) if there exists \( a \in A \) with \( \alpha(a) = b \) and \( M_A(a) = n \), and \( M_B(b) = 0 \) otherwise.

Given two multisets \( m_1, m_2 \in A^\oplus \) we denote by \( m_1 + m_2 \) the multiset defined by \( (m_1 + m_2)(a) = m_1(a) + m_2(a) \). We define multiset inclusion as \( m_1 \subseteq m_2 \) if \( m_1(a) \leq m_2(a) \) for all \( a \in A \). If \( m_1 \subseteq m_2 \), we can define \( m_2 - m_1 \), taking \( (m_2 - m_1)(a) = m_2(a) - m_1(a) \). We denote by \( \emptyset \in A^\oplus \) the empty multiset, given by \( \emptyset(a) = 0 \) for all \( a \in A \).

Petri nets. A Place/Transition net (P/T net for short) is a tuple \( N = (P, T, F) \) where \( P \) is a finite set of places, \( T \) is a finite set of transitions (with \( P \cap T = \emptyset \)) and \( F : (P \times T) \cup (T \times P) \rightarrow \mathbb{N} \) is

\[\begin{array}{|c|c|c|c|}
\hline
& P/T & Reset & \nu-PN \\
\hline
LTL & - [9] & - & - \\
\mathcal{L}(GF) & + [13] & - & - \\
\mathcal{L}(F) & + [12] & - & - \\
F_{cov} & + & + & + \\
\forall F_{cov} & - & - & - \\
\hline
\end{array}\]

Table 1: Summary of results. Those in bold signs are the new contributions of this paper.

\[1\] We use transition labels to homogeneously define logics based on states and events.
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Figure 1: The firing of a transition in a P/T net.

the flow function. Given \( t \in T \), the multiset of preconditions of \( t \) is \( \bullet t \in P^\oplus \) given by \((\bullet t)(p) = F(p,t)\). Analogously, the postconditions of \( t \) are given by \((t\bullet)(p) = F(t,p)\). A marking is any \( m \in P^\oplus \). For Petri nets we consider the order between markings given by multiset inclusion. This order defines the standard coverability problem for Petri nets. We say that a transition \( t \) is enabled at a marking \( m \) if for each \( p \in P \), \( m(p) \geq F(p,t) \). In that case, \( t \) can be fired from \( m \), reaching a new marking \( m' \), which is denoted by \( m \overset{t}{\rightarrow} m' \), where \( m' \) is given by \( m'(p) = (m(p) - F(p,t)) + F(t,p) \). The reachability, the coverability and the repeated coverability problems are all decidable for P/T nets [8]. In the rest of this paper, we represent places as circles, transitions as rectangles, the flow function as arrows and markings as tokens inside places. The arcs which represent the flow function are not labelled by any constant representing the corresponding values of \( F \). That is because for all \( p \in P \), \( t \in T \) with an arc going from \( p \) to \( t \) (resp. from \( t \) to \( p \) in figures, we assume \( F(p,t) = 1 \) (resp. \( F(t,p) = 1 \).

Example 1  In the P/T net in the left-hand side of Fig. 1, transition \( t \) is enabled, so it can be fired reaching the marking depicted in the right-hand side. Tokens have been consumed from \( p \) and \( r \), and a token has been produced in \( q \). As there is not a priority order over transitions, note that from the marking represented in the left-hand side, the other transition could have been fired instead of \( t \), reaching a marking with a token in each place of the net.

Now, we explain two extensions of P/T nets, namely reset nets and inhibitor nets. Both of them are defined from P/T nets by adding special arcs: reset arcs, which empty a place, and inhibitor arcs, which add to the enabling conditions the requirement that a certain place is empty. For both extensions, the concepts of preconditions, postconditions and markings are analogous to those for P/T nets.

A reset net is a tuple \( N = (P,T,F,R) \), where \((P,T,F)\) is a P/T net and \( R \subseteq P \times T \) is a relation containing the so called reset arcs. The enabled transitions at a marking are defined as for P/T nets. An enabled transition \( t \) can be fired from a marking \( m \) reaching \( m' \) given by:

\[
m'(p) = \begin{cases} 
(m(p) - F(p,t)) + F(t,p) & \text{if } (p,t) \notin R \\
F(t,p) & \text{if } (p,t) \in R
\end{cases}
\]

Notice that if \((p,t) \in R \) and \( F(t,p) = 0 \) (i.e., \( t \) does not put any token in \( p \)) then \( p \) has no tokens after the firing of \( t \) (hence \( p \) is reset).

Example 2  Focus on Fig. 2. The double arc represents a reset arc from place \( r \) to \( t \), that is, \((r,t) \in R \). Then, transition \( t \) is enabled in the marking represented in the net in the left-hand side...
An inhibitor net is a tuple \( N = (P, T, F, I) \) where \( N = (P, T, F) \) is a P/T net, and \( I \subseteq P \times T \) is a relation containing the inhibitor arcs (also called zero tests). We say that a transition \( t \) is enabled at a marking \( m \) if:

- for each \( p \in P \), \( m(p) \geq F(p, t) \)
- for each \((q, t) \in I\), \( m(q) = 0\) (place \( q \) is empty).

Then, \( t \) can be fired from \( m \), reaching the marking \( m' \) given by \( m'(p) = (m(p) - F(p, t)) + F(t, p) \) (as for P/T nets) \(^2\). Inhibitor nets with two inhibitor arcs are already Turing complete \(^{[15]}\), though, interestingly, inhibitor nets with only one inhibitor arc are not \(^{[18]}\).

**\( \nu \)-PN.** Another way in which P/T nets are extended in the literature is by considering distinguishable tokens. Perhaps the most simple extension of P/T nets with (arbitrarily many) distinguishable tokens are \( \nu \)-Petri Nets \(^{[21]}\), that encompass unboundedly many names (via a mechanism for fresh name creation) and the unbounded occurrence of each name.

Let \( \text{Var} \) be a set of variables, and \( \Upsilon \subseteq \text{Var} \) a set of special variables for fresh name creation. A \( \nu \)-Petri Net (\( \nu \)-PN for short) is a tuple \( N = (P, T, F) \), where \( P \) and \( T \) are finite disjoint sets, and \( F : (P \times T) \cup (T \times P) \to \text{Var}^{\mathbb{N}} \) labels every arc by a multiset of variables. We denote \( \text{pre}(t) = \bigcup_{p \in P} \text{supp}(F(p, t)) \) (the set of variables in pre-arcs) and \( \text{post}(t) = \bigcup_{p \in P} \text{supp}(F(t, p)) \) (the set of variables in post-arcs). We also take \( \text{Var}(t) = \text{pre}(t) \cup \text{post}(t) \).

\(^2\) Actually, it is straightforward to simulate a reset arc using inhibitor arcs, in a way preserving reachability, coverability and repeated coverability.
Let \( Id \) be an infinite set of names. A marking of a \( v \)-PN is a mapping \( M : P \rightarrow Id^\Sigma \) assigning to each place the multiset of tokens currently in it. We take \( Id(M) = \bigcup_{p \in P} \text{supp}(M(p)) \), that is, the set of names in \( M \).

Given a transition \( t \in T \) of a \( v \)-PN, a mode for \( t \) is any injection \( \sigma_t : \text{Var}(t) \rightarrow Id \). As modes are injections, we can match names with equality (just by using the same variable more than once) and with inequality (by using different variables). We say that a transition \( t \) is enabled with a mode \( \sigma_t \) for a marking \( M \), if for each \( v \in \Upsilon \), \( \sigma_t(v) \notin Id(M) \) and for all \( p \in P \), \( \sigma_t(F(p,t)) \subseteq M(p) \).

Then, \( t \) can be fired, and a new marking \( M' \) is reached, given by \( M'(p) = (M(p) - \sigma_t(F(p,t))) + \sigma_t(F(t,p)) \) for all \( p \in P \). In that case we write \( M \xrightarrow{t} M' \).

**Example 3.** Fig. 3 depicts the \( v \)-PN \( N \) given by \( N = (\{p_1, p_2, p_3, p_4\}, \{t\}, F) \) with \( F(p_1,t) = \{x, y\}, F(p_2,t) = \{y\}, F(t,p_3) = \{x, v_1\}, F(t,p_4) = \{v_1, v_2\} \), and for \( (n,m) \in \{(p_3,t), (p_4,t), (t,p_1), (t,p_2)\}, F(n,m) = \emptyset \). We assume that \( v_1, v_2 \in \Upsilon \). The initial marking is given by \( M_0(p_1) = \{a, b\}, M_0(p_2) = \{b, c\} \) and \( M_0(p_3) = M_0(p_4) = \emptyset \). The transition is fired with respect to a mode \( \sigma \) given by \( \sigma(x) = a, \sigma(y) = b, \sigma(v_1) = d \) and \( \sigma(v_2) = e \). Note that names \( d \) and \( e \) are not in the initial marking, and therefore they are created new.

Intuitively, each name in a marking of a \( v \)-PN can represent a different process running in the same net. Therefore, we can represent the synchronization between processes and the creation of new ones.

Given a marking \( M \) of a \( v \)-PN and a set \( I \) of names, a renaming of \( M \) is any injection \( \alpha : Id(M) \rightarrow I \). We say that \( M \subseteq M' \iff \) there is a renaming \( \alpha \) of \( M \) such that \( \alpha(M)(p) \subseteq M'(p) \) for all \( p \in P \). With this order, coverability is decidable for \( v \)-PN, though reachability is undecidable for them [21].

**Example 4.** The marking \( M \) given by \( M(p_1) = \emptyset, M(p_2) = \emptyset, M(p_3) = \{a, d\}, M(p_4) = \{a, c\} \) is covered by the marking \( M' \) on the right-hand side of Fig. 3. Note that, although there is not a token of name \( a \) in place \( p_4 \), with the order we have defined, \( M \) is covered by \( M' \) by considering the renaming \( \alpha \), such that \( \alpha(a) = d, \alpha(d) = a \) and \( \alpha(e) = c \).

Finally, note that both models induce labelled transition systems in the obvious way: the states of the labelled transition systems are the markings of the nets, the set of labels is the set of transitions, and if \( \mathcal{M} \) is the set of markings of the net, the transition relation \( \xrightarrow{\cdot} \subseteq \mathcal{M} \times T \times \mathcal{M} \) is the one such that \( m_1 \xrightarrow{t} m_2 \) in the net \( \Leftrightarrow (m_1,t,m_2) \in \rightarrow \).

## 3 Model checking of Petri net extensions

Temporal logics are used to specify dynamic properties of systems. They consider a set of atomic propositions (which express atomic properties), the boolean operators and several temporal operators and path quantifiers, which allow us to express temporal properties. There are mainly two kinds of temporal logics: linear time logics and branching time logics. The properties that are expressed in branching time logics are about the computation tree [1], while the ones expressed in linear time logics are about the runs [17] (where we consider the notion of run defined in the preliminaries). In this paper we focus on linear time logics because model checking of P/T nets...
The most representative example of a linear time logic is LTL.

**Definition 1** An LTL formula is either an atomic proposition or a formula of the form \( \neg \varphi \), \( \varphi \land \psi \), \( \varphi \lor \psi \), \( X\varphi \), \( F\varphi \), or \( \varphi U\psi \), where \( \varphi \) and \( \psi \) are LTL formulae.

First, we explain the semantics of the temporal operators informally. LTL formulae are interpreted over maximal runs, i.e., runs that are either infinite, or end in a deadlock state. Let \( \varphi \) be an LTL formula, \( \mathcal{S} \) a transition system and \( \pi \) a maximal run starting in \( s \). We write \( \mathcal{S}, \pi \vDash \varphi \) to denote that \( \pi \) satisfies \( \varphi \):

- \( \mathcal{S}, \pi \vDash X\varphi \) (next) holds if the property \( \varphi \) holds in the state that follows \( s \) in \( \pi \).
- \( \mathcal{S}, \pi \vDash F\varphi \) (eventually) holds if the property \( \varphi \) holds in some state of \( \pi \).
- \( \mathcal{S}, \pi \vDash \varphi U\psi \) (until) holds if there is a state of the run \( \pi \) such that \( \psi \) holds in that state, and \( \varphi \) holds at every preceding state on the run.

We also define \( G \) (globally) as \( G\varphi = \neg F\neg \varphi \), so that \( \mathcal{S}, \pi \vDash G\varphi \) holds if \( \varphi \) holds in every state of \( \pi \).

Now, we give the formal semantics of temporal operators. Let \( \pi = s_0 \xrightarrow{a_1} s_1 \xrightarrow{a_2} \ldots \) be a finite or infinite run of length \( n \in \mathbb{N} \cup \{\infty\} \). For \( n > 0 \), \( \pi^i \) is defined as the suffix of the run \( \pi \) starting by the \( i \)-th state \( s_i \). We suppose that the states and the actions of a system are labelled by the atomic propositions that they satisfy, that is, if a state \( s \) (or an action \( a \)) satisfies an atomic proposition \( p \), then \( p \in L(s) \) \((p \in L(a)\) resp.), where \( L(s) \) \((L(a)\) represents the labels of \( s \) \((a)\). The formal definition of the semantics of the previous operators is inductively defined as [4]:

- \( \mathcal{S}, \pi \vDash p \iff p \in L(s_0) \lor \pi^1 \) is defined (that is, the length of \( \pi \) is greater than 0) and \( \in L(a_1) \).
- \( \mathcal{S}, \pi \vDash \neg \varphi_1 \iff \mathcal{S}, \pi \not\vDash \varphi_1 \).
- \( \mathcal{S}, \pi \vDash \varphi_1 \lor \varphi_2 \iff \mathcal{S}, \pi \vDash \varphi_1 \) or \( \mathcal{S}, \pi \vDash \varphi_2 \).
- \( \mathcal{S}, \pi \vDash \varphi_1 \land \varphi_2 \iff \mathcal{S}, \pi \vDash \varphi_1 \) and \( \mathcal{S}, \pi \vDash \varphi_2 \).
- \( \mathcal{S}, \pi \vDash X\varphi_1 \iff \pi^1 \) is defined and \( \mathcal{S}, \pi^1 \vDash \varphi_1 \).
- \( \mathcal{S}, \pi \vDash F\varphi_1 \iff \) there exists a \( k \geq 0 \) such that \( \mathcal{S}, \pi^k \vDash \varphi_1 \).
- \( \mathcal{S}, \pi \vDash G\varphi_1 \iff \) for all \( i \geq 0 \) such that \( \pi^i \) is defined, \( \mathcal{S}, \pi^i \vDash \varphi_1 \).
- \( \mathcal{S}, \pi \vDash \varphi_1 U\varphi_2 \iff \) there exists a \( k \geq 0 \) such that \( \pi^k \) is defined, \( \mathcal{S}, \pi^k \vDash \varphi_2 \) and for all \( 0 \leq j < k, \mathcal{S}, \pi^j \vDash \varphi_1 \).

---

3 Even though \( F \) can be defined in terms of \( U \), we prefer to include it as a primitive temporal quantifier, since we will later disallow \( U \).
Note that in the previous definition, we assign the propositions they satisfy to both the states and the transition labels (a), defined for the labelled transition systems. The atomic propositions usually considered for P/T nets, are given by the following predicates:

- \text{cov}(m)$, where $m$ is a marking: \text{cov}(m) holds in $\pi$ if the first marking in $\pi$ covers $m$.
- \text{first}(t)$, where $t$ is a transition: \text{first}(t) holds in $\pi$ if the first transition fired in $\pi$ is $t$.

Some works consider the atomic propositions $ge(p,n)$ and $en(t)$ [9]. The first one expresses that there are at least $n$ tokens in place $p$, and the second states that $t$ is enabled. We will not consider them since they are equivalent to \text{cov}\{p, \ldots, p\} and \text{cov}(*t)$, respectively.

According to the standard definition, a system $S$ satisfies an LTL formula $\phi$, denoted by $S \models \phi$, iff every maximal run of the system starting in the initial state $\text{init}$ satisfies it (universal interpretation). The model checking problem consists in deciding, given $S$ and $\phi$, whether $S \models \phi$. The model checking problem is equivalent to deciding, given $S$ and $\phi$, the existence of one run starting in $\text{init}$ satisfying the formula (existential interpretation), provided negation can be used without restriction, since $S \models \phi$ (under the universal interpretation) iff $S \not\models \neg \phi$ (under the existential interpretation).

We consider different LTL fragments, built depending on which predicates and operators we consider.

\textbf{Definition 2} We consider the following fragments of LTL:

- $\mathcal{LTL}_f$, the fragment of LTL that uses only $\text{first}$ as basic predicate [9],
- $\mathcal{L}(F)$, the fragment of LTL in which negation is only applied to basic predicates (not to operators), and the operators are $X, F, \land$ and $\lor$ [12],
- $\mathcal{L}(GF)$, the fragment of LTL in which the only allowed composed operator is $GF$, the operators are $F, \lor$ and $\land$ and negation is only applied to basic predicates [13].

\textbf{Example 5} The formula $F\text{first}(t)$, which expresses that $t$ is eventually fired, is in $\mathcal{L}(F)$, but $G\text{first}(t) = \neg F\neg\text{first}(t)$, which expresses that $t$ is always fired, is not.

The formula $\text{first}(t) \rightarrow GF\text{first}(t)$, which expresses that if $t$ is the first transition being fired then $t$ is fired infinitely often, is in $\mathcal{L}(GF)$, but $F\text{first}(t) \rightarrow GF\text{first}(t) = \neg F\text{first}(t) \lor GF\text{first}(t)$, which expresses that if $t$ is eventually fired, then it is fired infinitely often, is not.

In $\mathcal{LTL}_f$ negation can be used without restriction, so that the universal and the existential interpretations are equivalent (i.e., their model checking decision problems are equivalent). However, this is not the case for $\mathcal{L}(F)$ and $\mathcal{L}(GF)$. Actually, they are defined using the existential interpretation in [12, 13]. For the subclasses of LTL considered, we have the following results.

- LTL model checking is undecidable (with both $\text{first}$ and $\text{cov}$), but $\mathcal{LTL}_f$ model checking is decidable (with $\text{cov}$ only) [9].
- $\mathcal{L}(F)$ model checking is decidable [12] (with existential interpretation),
- $\mathcal{L}(GF)$ model checking is decidable [13] (with existential interpretation).
3.1 Model checking of reset nets

Let us show that the three logics which are decidable for P/T nets become undecidable for reset nets. Let us first consider $\text{LTL}_f$. In [3] the model checking problem of $\text{LTL}_f$ is studied for lossy vector addition systems (lossy VAS) with tests for zero, which is proved to be undecidable. Let us see that we can adapt that result for reset nets. Let us first define the lossy version of a transition system in general.

**Definition 3** Given a transition system $\mathcal{S} = (S, \rightarrow, \text{init})$ and a quasi-order $\leq$ over $S$, the lossy version of $\mathcal{S}$ is $\mathcal{S}_l = (S, \rightarrow_l, \text{init})$, where $s_1 \rightarrow_l s_2$ if and only if there exists two states $s'_1$ and $s'_2$ such that $s_1 \geq s'_1 \rightarrow s'_2 \geq s_2$. A lossy Petri net is the lossy version of some Petri net.

In the lossy version of a transition system, states can be spontaneously decreased. In the case of Petri nets, tokens may be lost just before or after a transition is fired.

**Example 6** Focus on Fig. 2. In the lossy version of the P/T net obtained by replacing the reset arc by a plain arc, despite $r$ is not reseted by any reset arc of $t$, the second marking could be reached from the first one by first losing a token from $r$ and then firing $t$.

Reset nets can simulate lossy inhibitor nets, as we prove next. This fact is used in the proof of the next result.

**Proposition 1** $\text{LTL}_f$ model checking is undecidable for reset nets.

**Proof.** We reduce $\text{LTL}_f$ model checking for lossy inhibitor nets, which is undecidable [3], to the same problem for reset nets. Let $N = (P,T,F,\text{init})$ be an inhibitor net. We define the reset net $N' = (P,T,F,\text{init})$. We are going to prove that there is a surjective function between the runs of $N$ and $N'$ that preserves the sequence of labels of runs and therefore, since the only atomic proposition in $\text{LTL}_f$ is $\text{first}$, given an $\text{LTL}_f$ formula $\varphi$, $N \models \varphi$ iff $N' \models \varphi$. Notice that since $N'$ is a reset net, checks for zero have been replaced by resets, that is, an inhibitor arc from a place $p$ to a transition $t$ in $N$ is replaced by a reset arc from $p$ to $t$ in $N'$.

- $m_1 \xrightarrow{t} m_2$ in $N$ ⇒ there is an $m'_2 \geq m_2$ such that $m_1 \xrightarrow{t} m'_2$ in $N'$: the preconditions and effects of the firings of $t$ in $N$ and $N'$ are the same, except for the fact that we have replaced inhibitor arcs by reset arcs. Therefore, when a transition with an inhibitor arc in $N$ is firing in $N'$, the corresponding place is reseted instead of being checked for zero. If there are tokens in such a place, all the tokens in it are removed, so there exist a possibility of losing tokens in our simulation if the place was not empty. If $t$ has no inhibitor arc, and $m_1 \xrightarrow{t} m_2$ in $N$, $t$ is enabled at $m_1$ in $N'$, and it can be fired reaching a marking greater or equal than $m_2$, because some token may have been lost in the firing in $N$.

Now, suppose that $t$ has some inhibitor arcs, and $m_1 \xrightarrow{t} m_2$ in $N$. First of all, note that if a transition is enabled in $N$ at a marking, it is enabled in $N'$ at the same marking. Moreover, the places with inhibitor arcs leading to $t$ are empty in that marking. Therefore, when $t$ is fired from $m_1$ in $N'$, these places are reset (hence staying empty). Therefore, the only differences in the effects of the firing of $t$ in both nets come because of lossiness. In
particular, since \( t \) may lose tokens in \( N \), but not in \( N' \), \( m_1 \xrightarrow{t} m_2' \) in \( N' \), with \( m_2' \geq m_2 \).

For example, focus on the left-hand side of Fig. 4. In the inhibitor nets depicted in this figure, given a place \( p \) and a transition \( t \), we represent \( (p, t) \in I \) by an arc from \( p \) to \( t \), with a circle in the place \( p \). The marking \( m_1 \) in the first lossy inhibitor net in A1 may evolve to \( m_{21} \) or \( m_{22} \) (\( m_{22} \) has lost the token). The corresponding reset net, depicted in A2 can only evolve to the marking \( m_2' \). However, note that \( m_2' \) covers both \( m_{21} \) and \( m_{22} \).

- \( m_1 \xrightarrow{t} m_2' \) in \( N' \) \( \Rightarrow m_1 \xrightarrow{t} m_2' \) in \( N \): In particular, if \( N' \) resets a place, \( N \) can first lose tokens, thus emptying it, and then test for zero in that place. Therefore, the transition is fireable in \( N \) (because the preconditions of the firings of \( t \) in \( N \) and \( N' \) are the same, except for the lossiness and the inhibitor arcs) and the place is empty at the end of both firings.

Focus on the right-hand side of Fig. 4. Transition \( t \) is fireable from the marking \( m_1 \) in the reset net in B1, reaching the marking \( m_2 \). Despite \( t \) is not fireable from \( m_1' = m_1 \), the lossy inhibitor net may lose tokens, reaching \( m_{12}' \), from which \( t \) can be fired, reaching the markings \( m_{21}' \) or \( m_{22}' \).

Therefore, there is a surjective function between the runs of \( N \) and \( N' \) that preserves the sequence of labels of runs. Note that this holds because reset nets are monotonic, so transitions which are fired in \( N \) at a marking \( m \) which has lost tokens, can be fired from the corresponding marking \( m' \) of \( N' \), without loss of tokens, because \( m' \geq m \). Since the only atomic proposition in \( \mathcal{L}(\text{GF}_f) \) is “first”, \( N \models \varphi \iff N' \models \varphi \) and we conclude.

Let us now focus on the two other fragments of LTL. The case for \( \mathcal{L}(\text{GF}) \) is straightforward:

**Proposition 2** \( \mathcal{L}(\text{GF}) \) model checking of reset nets is undecidable.

**Proof.** It is enough to consider that \( \text{GF}_{\text{cov}}(M) \), which is a formula in \( \mathcal{L}(\text{GF}) \), expresses the repeated coverability problem, which is undecidable for reset nets [2].
However, not only that fragment, but the weaker fragment $L(F)$, which is decidable for P/T nets [12], is undecidable for reset nets. The following proof uses ideas from [12], in which $L(F)$ model checking is reduced to reachability for P/T nets.

**Proposition 3** $L(F)$ model checking of reset nets is undecidable.

**Proof.** We reduce reachability, which is undecidable for reset nets [2], to model checking some formula in $L(F)$. Let $N = (P,T,F,R)$ be a reset net and $m$ a marking of $N$. We can compute the set of the least markings greater than $m$. Indeed, that set is just \{ $m_p \mid p \in P$ \}, where $m_p$ is given by $m_p(q) = m(q)$ for $q \neq p$ and $m_p(p) = m(p) + 1$. For example, the set of the least markings greater than the marking depicted in the net in the left-hand side of Fig. 2 is \{ $m_p, m_q, m_r$ \}, where $m_p = \{p, p, r, r\}$, $m_q = \{p, q, r, r\}$ and $m_r = \{p, r, r, r\}$. Then, $m$ is reachable in $N$ iff there is a reachable marking $m'$ that covers $m$, but does not cover any $m_p$, because this would imply that in each place $p$, $m'$ has exactly $m(p)$ tokens (because it does not cover $m_p$). Therefore, $m$ is reachable in $N$ iff the formula $F(cov(m) \wedge \bigwedge_{p \in P} \neg cov(m_p))$ is satisfied.

The previous proof is based on obtaining a formula which expresses the reachability problem. In order to obtain this formula, there is an important property that reset nets satisfy: Given a marking $m$, we are able to compute a finite set of markings $S = \{m_1, \ldots, m_n\}$ such that for each $m_i \in S$, $m_i \supseteq m$ and if $m' \supseteq m$, then there is $m_i \in S$ such that $m' \supseteq m_i$. Intuitively, we can compute the finite set of “the smallest markings greater than $m$”. As we can build that set, a marking $m_f$ coincides with $m$ if and only if $m_f$ covers $m$ and $m_f$ does not cover any marking of $S$.

### 3.2 Model checking of v-PN

We first recall from [21] how v-PN can simulate reset nets (see Fig. 5, where the double arrow represents a reset arc). For each place $p$ of a reset net $N$ we consider a copy of it and a new place $p'$ in the v-PN $N'$ we build. The main idea of the construction is to store in place $p'$ a single token of the colour that we consider valid in the current marking for place $p$ of $N$. That is, the tokens in $p$ of the colour of the token in $p'$ will be considered valid, and the rest of the tokens in $p$ will be considered garbage. For example, in the v-PN of Fig. 5, there are two valid tokens in place $r$, because the colour of the token in $r'$ is $b$.

The construction of $N'$ guarantees that for each place $p$ of $N$, the place $p'$ of $N'$ contains a single token at any time. The firing of any transition ensures that the token being used in the place $p$ of $N'$ coincides with that in $p'$ (by labelling both arcs with the same variable $x_p$). Every time a transition resets a place $p$ of $N$, the token in $p'$ is replaced by a fresh one, so that no token remaining in place $p$ of $N'$ can be used from then on. For example, suppose we fire transition $t$ in Fig. 5. Then, a new colour is put in $r'$, and therefore the tokens of name $b$ in $r$ cannot be used anymore.

Therefore, this simulation can introduce some garbage tokens (those in $p$ when $p$ is reset). Given a marking $m$ we define $m'$ by arbitrarily choosing a different name $a_p \in Id$ for each $p \in P$, and taking $m'(p') = \{a_p\}$, and $m'(p) = \{a_p, m(p), a_p\}$. Then, if $m_0$ is the initial marking of $N$, $N'$

---

4 In order theory that set is called the cover of $m$, though we prefer not to overload that term here.
with initial marking $m'_0$ simulates $N$. The previous simulation preserves all behavioral properties. Then, the following is a straightforward consequence of Prop. 1.

**Corollary 1** \( LTL_f \) model checking is undecidable for \( \nu \)-PN.

The previous simulation also preserves coverability. More precisely, if a marking \( m \) is coverable in the reset net \( N \), then the marking \( m' \) of \( N' \) defined above is coverable too. The markings in the simulation may contain some garbage, which is created when we simulate the firing of a reset, because instead of removing all tokens of some place \( p \), we change the name of the token in \( p' \), making all tokens in \( p \) become garbage. However, the presence of that garbage is irrelevant for coverability. In particular, we have the following.

**Proposition 4** Repeated coverability is undecidable for \( \nu \)-PN.

**Proof.** It is enough to consider that repeated coverability is undecidable for reset nets \([2]\), and that the previous simulation preserves repeated coverability. We prove that \( m \) can be repeatedly covered from \( m_0 \) in \( N \) iff \( M \) can be repeatedly covered from \( m'_0 \) in \( N' \). Indeed, if \( m \) is repeatedly covered there is a run \( m_0 \rightarrow^+ m_1 \rightarrow^+ m_2 \rightarrow^+ \ldots \) of \( N \) such that \( m_i \geq m \) for all \( i \geq 1 \). By construction of \( N' \), there is a run \( m'_0 \rightarrow^+ M_1 \rightarrow^+ M_2 \rightarrow^+ \ldots \) of \( N' \) such that \( M_i \geq m'_i \) for all \( i \geq 1 \), so \( m' \) is repeatedly covered. Moreover, \( M_i \) coincides with \( m'_i \) when considering only the “valid tokens” of \( M_i \) (and after possibly renaming the names carried by the tokens). The converse is analogous. \(\square\)

Once we know that repeated coverability is undecidable, undecidability of \( \mathcal{L}(\text{GF}) \) model checking is trivial.

**Corollary 2** \( \mathcal{L}(\text{GF}) \) model checking of \( \nu \)-PN is undecidable.

Next, we see the undecidability of \( \mathcal{L}(\text{F}) \) model checking for \( \nu \)-PN.

**Proposition 5** \( \mathcal{L}(\text{F}) \) model checking of \( \nu \)-PN is undecidable.

**Proof.** The proof is analogous to the one of the same result for reset nets. We reduce reachability in \( \nu \)-PN, which is undecidable \([21]\), to the model checking problem for some formula in \( \mathcal{L}(\text{F}) \). Let \( N = (P, T, F) \) be a \( \nu \)-PN. Given a marking \( M \), we can compute the finite set of the least markings greater than \( M \). Indeed, given \( p \in P \) and \( c \in \text{Id}(M) \cup \{b\} \), with \( b \notin \text{Id}(M) \), we define
M_{pc} given by $M_{pc}(q) = M(q)$ if $p \neq q$ and $M_{pc}(p) = M(p) + \{c\}$. Then, the set we are looking for is $\{M_{pc} \mid p \in P, c \in Id(M) \cup \{b\}\}$. For example, consider a net with two places $p$ and $q$, and a marking $M$ with one token $a$ in $p$ and empty in $q$. The set of the least markings greater than this marking is $\{M_{pa}, M_{pb}, M_{qa}, M_{qb}\}$, where $M_{pa}(p) = \{a, a\}$, $M_{pa}(q) = \emptyset$, $M_{pb}(p) = \{a, b\}$, $M_{pb}(q) = \emptyset$, $M_{qa}(p) = \{a\}$, $M_{qa}(q) = \{a\}$, $M_{qb}(p) = \{b\}$ and $M_{qb}(q) = \{a\}$. Therefore, $M$ is reachable in $N$ iff $N \models F(cov(M) \land \bigwedge_{p,c} \neg cov(M_{pc}))$, and we conclude.

4 A decidable fragment

In the previous section we have proved the undecidability of model checking of reset nets and $\nu$-PN for some logics, whose model checking problem is known to be decidable for P/T nets. In this section we define a restriction of $\mathcal{L}(F)$, thus obtaining a fragment that is less expressive than all the logics considered here.

**Definition 4** $F_{cov}$ is the fragment of $\mathcal{L}(F)$ in which negation is not allowed.

In this logic we can express bounded repeated coverability. However, $F_{cov}$ cannot express properties like $\neg cov(M)$. In particular, the formula $F(cov(M) \land \bigwedge_{p \in P} \neg cov(M_p))$ which expresses reachability, is not a formula of $F_{cov}$. As for $\mathcal{L}(F)$, we consider existential interpretation, so that a formula is satisfied if some maximal run starting in the initial marking satisfies it. We will see that $F_{cov}$ model checking is decidable both for reset nets and for $\nu$-PN. Later, we will consider $\forall F_{cov}$, the version of $F_{cov}$ with universal interpretation, and we will prove that $\forall F_{cov}$ model checking is undecidable even for P/T nets.

**Proposition 6** $F_{cov}$ model checking of reset nets is decidable.

**Proof.** Let $N = (P, T, F, R)$ be a reset net and $\phi$ a formula in $F_{cov}$. We proceed by induction on the nesting of operators $F$ in $\phi$. If $\phi$ is a boolean combination of formulae of the form $cov(m)$, it is trivial to decide whether $\phi$ is satisfied because multiset inclusion is decidable.

Let us suppose that we can check each formula with at most $n > 0$ nested $F$ operators. Let $\phi$ be a boolean combination of formulae of the form $cov(m)$ and $F\phi$, where $\phi$ has at most $n$ nested $F$ operators, and let us see that we can decide whether each of those formulae $F\phi$ is satisfied (and hence, whether $\phi$ is satisfied). Using standard techniques, we can write $F\phi$ as $F(\bigvee_i (\bigwedge_j cov(m_{ij})) \land (\bigwedge_k F\phi_k))$, where $\phi_k$ are formulae of $F_{cov}$ with at most $n-1$ nested operators. That formula is equivalent to the formula $\bigvee_i F((\bigwedge_j cov(m_{ij})) \land (\bigwedge_k F\phi_k))$, that is, a disjunction of formulae of the form $F(cov(m_1) \land \ldots \land cov(m_q) \land F\phi_1 \land \ldots \land F\phi_r)$, where $q$ and $r$ are not simultaneously zero, and each $\phi_k$ has at most $n-1$ nested operators. Let us distinguish the following three cases:

(a) If $q = 0$ the formula is of the form $F(\bigwedge_{i=1}^r F\phi_i)$, which is equivalent to $F\phi_1 \land \ldots \land F\phi_r$. Hence, we can apply the induction hypothesis to each $F\phi_k$ and we are done.

(b) If $q > 0$, we modify $N$, thus obtaining $N'$, by adding transitions $t_1, \ldots, t_q, t_{q+1}$ and places $p_0, p_1, \ldots, p_q$ as follows. We add $p_0$ as precondition/postcondition of every transition in $N$. Moreover, $t_i$ moves a token from $p_{i-1}$ to $p_i$, provided $m_i$ is covered. Finally, $t_{q+1}$ can be fired only one time (for which we add a new place with a single token initially, as precondition of $t_{q+1}$).
setting again a token in $p_0$, and having $p_q$ as precondition and postcondition. This construction is represented in Fig. 6, for $q = 2$. Then, $N'$ behaves as $N$, but when every $m_i$ can be covered, it can sequentially fire $t_1, ..., t_q, t_{q+1}$. Hence, every $m_i$ can be simultaneously covered in $N$ iff $p_q$ can be covered in $N'$. We consider the following two sub-cases:

(b.1) If $r = 0$ then the formula is of the form $F \left( cov(m_1) \land ... \land cov(m_q) \right)$ and hence equivalent to $F cov(\{p_q\})$, which expresses a coverability problem, so that it can be decided.

(b.2) Consider now that $r > 0$. For any formula $\phi$, we define $\phi'$ as follows:

- If $\phi = cov(m)$ then $\phi' = cov(m + \{p_q\})$.
- If $\phi = \phi_1 \land \phi_2$ then $\phi' = \phi'_1 \land \phi'_2$. Analogously, if $\phi = \phi_1 \lor \phi_2$ then $\phi' = \phi'_1 \lor \phi'_2$.
- If $\phi = F \phi_1$ then $\phi' = F \phi'_1$.

Then, $F \left( cov(m_1) \land ... \land cov(m_q) \land F \phi_1 \land ... \land F \phi_{r} \right)$ holds in $N$ iff $F \left( F \phi'_1 \land ... \land F \phi'_{r} \right)$ holds in $N'$. Notice that the number of nested $F$ operators is the same for $\phi_k$ and $\phi'_k$. Then, by (a) we are done.

The proof of the same result for $\nu$-PNs is analogous to the previous one.  

**Proposition 7** $F_{cov}$ model checking is decidable for $\nu$-PN.

**Proof.** The construction for $\nu$-PN is the same as the previous one. The only difference is that the names in the markings of the formulae need to be handled correctly in $N'$, by choosing a different variable for each name in a marking to label the arcs.

Since in particular $F_{cov}$ allows us to express coverability, which has a non primitive recursive complexity for reset nets [22] and for $\nu$-PN [21], we have the following:

**Proposition 8** The complexity of $F_{cov}$ model checking is non primitive recursive for reset nets and for $\nu$-PN.

---

5 Acturally, the same is true for any model that belongs to the class of Well Structured Transitions Systems, with fairly minor conditions.
To conclude, let us see that the version of $\forall F_{cov}$ with universal interpretation, that we denote by $\forall F_{cov}$, is undecidable even for P/T nets. Intuitively, formulae in $\forall F_{cov}$ are global properties of some trace, or equivalently, eventuality properties of every trace. For instance, $F_{cov}(M)$ expresses that every run starting from the initial marking eventually covers $M$.

We reduce control-state reachability for Two Counter Machines, which is undecidable [15]. A Two Counter Machine (TCM for short) is a tuple $C = (Q, \{c_1, c_2\}, Ins, q_0)$, where $Q$ is a finite set of control states, $c_1$ and $c_2$ are the two counters, $Ins$ is a set of instructions and $q_0 \in Q$ is the initial state. An instruction can be of the following three forms: $Inc(p,i,q)$, $Dec(p,i,q)$ or $Zero(p,i,q)$, where $p, q \in Q$ and $i \in \{1, 2\}$, for the increasing of the counter $c_i$, the decreasing of $c_i$, or check for zero of $c_i$ respectively. A configuration of $C$ is given by a tuple $\langle q, c_1 = n_1, c_2 = n_2 \rangle$, where $q \in Q$ is the current state, and $n_1, n_2 \in \mathbb{N}$ are the current values of the counters. The initial configuration is $\langle q_0, c_1 = 0, c_2 = 0 \rangle$.

In a configuration $\langle p, c_1 = n_1, c_2 = n_2 \rangle$, we may execute $Inc(p,i,q) \in Ins$, reaching $\langle q, c_1 = n_1', c_2 = n_2' \rangle$, where $n_1' = n_1 + 1$ and $n_2' = n_2$. If $n_1 > 0$ we may execute $Dec(p,i,q) \in Ins$, reaching $\langle q, c_1 = n_1', c_2 = n_2' \rangle$, where $n_1' = n_1 - 1$ and $n_2' = n_2$. Finally, if $n_1 = 0$, we can execute $Zero(p,i,q) \in Ins$, reaching $\langle q, c_1 = n_1, c_2 = n_2 \rangle$. The control-state reachability problem consists in deciding, given $q \in Q$, whether a configuration of the form $\langle q, c_1 = n_1, c_2 = n_2 \rangle$ is reachable. It is well-known that this is an undecidable problem [15].

**Example 7** Consider the TCM $C = (Q, \{c_1, c_2\}, Ins, p)$, with $Q = \{p,q,r\}$ and $Ins = \{Inc(p,c_1,q), Inc(q,c_2,p), Zero(p,c_2,r)\}$. In order to reach a configuration with state $r$, the first instruction to be executed must be $Zero(p,c_2,r)$. Otherwise, the two first executed instructions are $Inc(p,c_1,q)$ and $Inc(q,c_2,p)$, so we reach a configuration with $c_1 = c_2 = 1$. As there is not a $Dec$ instruction in this machine, after executing this instructions we cannot reach a configuration with $c_2 = 0$ anymore, and therefore we cannot reach state $r$ anymore.

We consider only deterministic TCM, that is, TCM such that at each reachable configuration there is at most one instruction that can be executed. Moreover, without loss of generality we assume that if $Zero(p,i,q) \in Ins$ then there is no other instruction of the form $Inc(p',j,q)$, $Dec(p',j,q)$ or $Zero(p',j,q)$ in $Ins$, that is, $q$ can only be reached by that instruction (defined as requirement 1). Indeed, for each instruction $I = Zero(p,i,q) \in Ins$ we can add two states $q_1, q_2$, and replace $I$ by $Zero(p,i,q_1), Inc(q_1,i,q_2), Dec(q_2,i,q)$. The control-state reachability problem for deterministic TCM is still undecidable.

**Proposition 9** $\forall F_{cov}$ model checking of P/T nets is undecidable.

**Proof.** We reduce the control-state reachability problem for deterministic TCM to the model checking problem of a formula in $\forall F_{cov}$. Let $C = (Q, \{c_1, c_2\}, Ins, q_0)$ be a deterministic TCM and $p_{end} \in Q$. We use the standard simulation of a TCM by means of a P/T net. We define $N = (Q \cup \{c_1, c_2\}, Ins, F)$, where:

- $F(p, Inc(p,i,q)) = 1$, $F(Inc(p,i,q), q) = 1$, and
- $F(Inc(p,i,q), c_i) = 1$ (a token is moved from $p$ to $q$, and a token is added to $c_i$).

6 If we allow instructions that do not modify the counter then it is enough to add a single state $q_1$ and an instruction changing the state from $q_1$ to $q$. 
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\[ F(p, \text{Dec}(p,i,q)) = 1, F(\text{Dec}(p,i,q), q) = 1, \text{and } F(c_i, \text{Dec}(p,i,q)) = 1 \] (a token is moved from \( p \) to \( q \), and a token is removed from \( c_i \)).

\[ F(p, \text{Zero}(p,i,q)) = 1 \text{ and } F(\text{Zero}(p,i,q), q) = 1 \] (a token is moved from \( p \) to \( q \)).

Moreover, \( F(n,m) = 0 \) elsewhere, and the initial marking of \( N \) is \( \{q_0\} \). In \( N \), the number of tokens in \( c_i \) represent the value of the counter \( c_i \) in \( C \). Increasing and decreasing transitions are simulated faithfully. However, the simulation of a transition \( \text{Zero}(p,i,q) \) can “cheat”, whenever it is fired with tokens in \( c_i \). In that case, notice that the marking \( \{c_i,q\} \) can be covered. Moreover, because \( q \) cannot be reached using a different instruction (requirement (†) above), we know that if such marking is covered then the current simulation has cheated. Focus on Fig. 7, which represents the net built from the TCM of Ex. 7. Note that transition \( \text{Zero}(p,c_2,r) \) can be fired even after firing \( \text{Inc}(p,c_1,q) \) and \( \text{Inc}(q,c_2,p) \), when \( c_2 \) is not empty. In this case, this simulation has cheated.

We consider \( \varphi = F(\text{cov}(p_{\text{end}}) \lor \bigvee_{m \in J} \text{cov}(m)) \), where \( J = \{c_i,q\} \mid \text{Zero}(p,i,q) \in \text{Ins}\). Notice that all the cheating runs satisfy \( \varphi \). We prove that \( p_{\text{end}} \) can be reached in \( C \) if and only if \( N \models \varphi \). For the if part, if \( C \) reaches \( p_{\text{end}} \) then the non-cheating run of \( N \) eventually covers \( p_{\text{end}} \), so that it satisfies \( \varphi \). Since cheating runs always satisfy \( \varphi \), every run of \( N \) satisfies \( \varphi \). Conversely, if \( C \) does not reach \( p_{\text{end}} \) then the non-cheating run of \( N \) does not satisfy \( \varphi \).

5 Conclusions and future work

Table 1 summarizes the results on model checking of P/T nets, reset nets and \( \nu \)-PNs. In particular, in this work we have proved the undecidability of the fragments \( LT L_f \), \( L^f(\text{GF}) \) and \( L^f(\text{F}) \) for reset nets and \( \nu \)-PN.

We have defined \( F_{\text{cov}} \), a very simple restriction of LTL that does not allow negations, for which model checking of reset nets and \( \nu \)-PN is decidable. Actually, we claim this is the case for any model in the class of Well Structured Transition Systems [10] under fairly minor conditions, since the model checking problem can be reduced to a finite number of coverability problems. Moreover, we have proved that if we require that every run starting from the initial marking satisfies a formula, then even for the simple case of \( F_{\text{cov}} \) and P/T nets, the corresponding model checking problem is undecidable.
Further study, in order to define more expressive logics for which the model checking problem is decidable, is needed. A possible direction in such study could be the definition of logics with atomic propositions that are more specific of the particular model. Such direction links with the so called Yen’s logics for P/T nets. In the case of ν-PNs, the corresponding logic should be able to express properties about the names in the marking.

Language theory was used to prove the difference of expressiveness between reset nets and ν-PNs in [20]. In this sense, it would certainly be interesting to find a logic which distinguishes between reset nets and ν-PNs.

Finally, we have proved that the complexity of \( F_{\text{cov}} \) model checking is non primitive recursive for reset nets and for ν-PNs. However, it would be interesting to perform a finer complexity analysis.
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